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RAS101: Key Definitions -

A Reliability:
I System capability to detect errors, correct errors, and flag errors.
I Measured in FITs (Failure in Time).
I 1FIT =1 Failure / 1 Billion hours (MTBF i Mean Time Between Failures

= 114K Years!)
A Availability
I System capability to stay operational even when error occur.
i Measured in terms of 6down time wit

I Five 90s (99.999% Up Time) => 22 SeE
A Serviceability

I System capability to report fail ur e
repair. FRU 7 Field Replaceable Unit, e.g., DIMM, PCI Express* device



Fault, Error, and Fallure
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Unobservable
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Service Failure:
When the delivered service deviates from the
specified service

Service Failure

Fatal

Error ‘

Detected

Operator Physical Incorrect Marginal Unstable
Mistake Defect Design Hardware Environment

Sources of Fault




Sources of Fault/Error

B T S R S

Transient Error Electrical Noise induced faultsainly ~ Transient errors on links may alter the data,
affecting links such as DDR BosPClI Command or Addredsits during read/write

Express links. 2LISNF GA2yd wSI Ra g2\
Aa02NBR @t dzSz odzi W
2 Soft Error Errors due to externaligh energy Result in affecting storage structures such a

particle strike, e.g., Alpha particles, DRAM cell (SBE or MBE), L1/L2/L3 caches.
Neutrons. Soft errors could occur is al
known good system

3 Hard (Device) Devicefailure due to marginalityof the Failure of entire device such as DRAM,
Failure device or degradation over time. memory buffer chip, o€PU chip

A SBE: Singleit Error. MBE: Multbit Error



An Example - Intel® Xeon® 7
Processor Fault Classification

Detected
(e.g., MCA)

Uncorrected

Catastrophic
(DUE)

Undetected

Uncorrected SW Recoverable SW Recoverable
No Action Action Optional Action Required
(UCNA) (SRAO) (SRAR)

MCA: Machine Check Architecture
DUE: Detectable but Uncorrected Error
UCR: Uncorrected Recoverable
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Life of a Fault i Pillars of RAS

Fault Avoidance Fault Detection  Fault Correction Apps/Service
HW/FW/SW Reconfigured

Fault Handling in SW Hidden: Apps
Visible: HW, FW, SW
Feature Examples:
1. PCI Express* Link Retry using AER (Advancl@® Y
0S Error Reporting)
2. CMCI (Corrected Machine Check Interrupt)
based Predictive Failure Analysis arrant in l 1

FW ~ ™
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System Availability Delivered Through the Stack (HW, FW, SW)

System Rellablllty Serviceabllity

System Availability




RAS Enabling Framework
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Fault Handling = RAS (Four Pillars) A

7
Fault Tolerance
1. Avoidance

2. Detection
3. Correction

Fault Correction at App Layer

Fault Correction Through OS

Fault Correction Through FW

System Stack

Application
OS/VMM

FW (OEM/IBV/BMC)
Error Signaling/Polling

Fault Management

4. Reconfiguration

OSbased Fault Management

FWhbased Fault Management

Fault Avoidance, Detection, and
Correction in HW

. E.g.,, Memory ECC -

System Reliability
Extending the Uptime

FW (SilicomefCodg

Silicon

Error Logging

;

E.g., Failed DIMM Isolation y

Diagnosability/Serviceability/Manageability
Minimizing Downtime

RAS Enabling Requires HW, FW/BIOS, OS/SW



RAS Needs of Cloud and
HPC CI usters

Cloud Infrastructure HPC Infrastructure

NeedFault Handling Need Fault Handling

Check pointing is not used Checkpointing is actively used

Applications can tolerate single machifagdure Applications can not tolerargingle machine
failure

Fault ManagementCapabilities for improving Fault TolerantCapabilities for extending uptim
TCO

Example: Automated techniques for identify Example: HW/FW based sékaling
failed component techniques



RAS Needs of Mission Critical Segment -

Prevent/minimize unplanned downtime
e A

COST OF DOWNTIME

Application Name Cost/Minute

What would an outage cost?

Trading (securities) $73,000
HLR $29,300
ERP $14,800
Order Processing $13,300
E-Commerce $12,600
Supply Chain $11,500
EEL $6,200
POS $4,700
ATM $3,600
E-Mail $1,900

Source: Trend in IT Value Report, Standish Group International, 2008
The above table shows the average cost of a

minute of downtime by some of the most popular

applications. These costs are derived from custom- U n p | an n ed Syste m DOWN

er, survey data, and case data. The cost of a minute i
af downtime will vary by production load, peak U n d eSI rab I e

versus off-peak, and other factors.

Correctable System UP
Fault

Intel® Xeon® RAS features directly impactend-us er 6s bott om
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Error Reporting Basics

A Error Reporting includes two functions:

i Logging -
\ )
i Signaling:\\
;/
A Logging

i Through MCA Banks, PCle AER Registers, and Memory Corrected Error Registers
A eMCA2 Mode i Enhanced Error reporting to support Firmware-First mode;
A Signaling of Corrected Errors
i CMCI (Corrected Machine Check Interrupt)
A Threshold based
A Enabled only in IA32-legacy MCA mode. Disabled in eMCA2 mode.
i CSMI (Corrected SMI) for core/uncore (Part of the eMCA2 new Feature)
A Enabled only in eMCA2 mode. Disabled in I1A32-legacy MCA mode.
A No Threshold
i SMI (System Management Interrupt) for Memory errors
i MSI (Message Signaled Interrupt) or external signaling for PCI Express* errors



Error Reporting Basics "
(Continued)

A Signaling of Uncorrected Recoverable Errors (e.g., UCNA)
i CMCI for core/uncore errors at the source
A Enabled only in 1A32-legacy MCA mode. Disabled in eMCA2 mode.
i MSMI (Machine Check SMI) for core/uncore errors at the source (Part of the eMCA2)
A Enabled only in eMCA2 mode. Disabled in IA32-legacy MCA mode.
A MSMI trigger (same as SMI).
i MSI or external signaling for Severityl PCle AER nonfatal errors
A Signaling of Uncorrected Recoverable Errors (e.g., SRAO and SRAR)
i MCERR (Machine Check Error) for core/uncore errors

A External signaling i via CATERR_N pin (16 BCLK Pulse). Allows propagation to other
sockets.

A In-band signaling i MCE trigger (vector 18h). In-band SMI trigger if configured.
A Enabled only in IA32-legacy MCA mode. Disabled in eMCA2 mode

i MSMI (Machine Check SMI) for core/uncore errors at the source(Part of the eMCA2)
A Enabled only in eMCA2 mode. Disabled in IA32-legacy MCA mode.
A External signaling i via MSMI_N pin. Allows propagation to other sockets.
A In-band signaling i MSMI trigger (same as SMI).

UCNA: Uncorrected No Action
SRAO: SW Recoverable Action Optional
SRAR: SW Recoverable Action Required
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